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Dynamic Process Models and Modern Simulation Methods

The first part of this short course addresses dynamic process models that are later used in parameter estimation and optimum experimental design. We consider ordinary differential equation systems, differential algebraic equation systems and partial differential equation systems with initial and boundary conditions. Features of these practically important problem classes including potential state dependent model changes are discussed with respect to an efficient numerical treatment.

Modern numerical methods for the solution of initial value problems and the generation of derivatives of these solutions with respect to parameters  are discussed. As underlying problem in parameter estimation and experimental design boundary value problems may occur. Therefore, modern numerical methods for boundary value problems will also be presented. 

Nonlinear Parameter Estimation

Methods for nonlinear parameter estimation are applied in order to determine unknown coefficients (parameters) in process models from available measurement data. Starting from typical measurement situations the formulation of constrained parameter estimation problems is developed. Efficient so-called boundary value problem methods with a generalized Gauss-Newton method as numerical core which have been developed in the Simulation and Optimization Group at IWR are described. In particular, recent developments including real-time state and parameter estimation, robust parameter estimation and modern globalization strategies are treated in detail.

The wide applicability of the methods is demonstrated by several case studies and applications from different areas in science and industry.

Nonlinear Optimum Experimental Design

Methods for optimum nonlinear experimental design developed at IWR allow to

optimize the design and the operation of dynamic experiments as well as the selection of measurement points and measurement devices. The aim is to evaluate data with maximal information content for the validation of models taking into account all restrictions that have to be met in the lab. This task results in complex state constrained optimal control problems with a non-separable objective function.

Efficient structure exploiting direct methods for their solution are described.  To deal with uncertainty in the models, different approaches including robust optimization are suggested.

The wide range of applicability of the methods will be demonstrated by treating representative problems with an emphasis on chemical reaction kinetics.

The attendees of the short course will have ample opportunity for discussions and furthermore a session is reserved for presentations of problems from the audience.
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